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Technology Today

The predominant networking technology for L ocal Area
Networks

Used more and morefor Wide Area Networks

Runsat 10M, 100M, 1G, 10Gbits'sec over copper and
Fibre Optic connections

Simple cheap Unshielded Twisted Pair cabling supports
all speedsupto 1Gbits/sec over distances of upto 100m

Network Interfacescardsand Networking devicesare
cheap commodity items



Where it fitsin....

e |[tatsat Layers 1 and 2 of thel SO 7 layer moddl.
e Standardsdefine, among other things....
- the physical cabling

- theway in which 1'sand O'sare encoded in thelight or
electrical signalscarried by thecabling

- aframeformat and addressing to standardisethe
exchange of data

o Istraditionally used for building LANS, but is
now being used also for WAN connections
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Copper Connections- 1

UTP cabling almost universal, runsup to 100m possible
Connectorsare 8 pin RJ45

Cableis8 core, consisting of 4 twisted pairs, the quality of the
cable being indicated by a number:

- Cat3 good for 10M, 10BaseT
— Cat5 good for 100M, 100BaseT x e

- Catbegood for 1G, 1000BaseT CATH CATHe

— Cat6 good for suppliersprofits
http://www.lanshack.com/cat5e-tutorial .asp
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Copper Connections - 2

FRONT
VIEW

For 10M and 100M ethernet
only 2 pairsare used: for
100M theremaining 2 pairs
should bewired straight thru’

Switch and Hub socketsare
generally wired as" crossed"
hence only a straight cableis
needed to connect a computer.
Often such sockets are marked
with an 'X".

Usea" crossed" cablesto
connect computer to computer

or switch toswitch. = b

BTGEHAA 21

\LI14/
Buck4fBT %

RJ-

REAR
WIEW

45 RJ-45 8-Wire

Crossover Cable

F1-45 PIN

F1-45 PIN

1Rx+

3 Tx+

2 Rc-

6 Tx-

3 Tut+

1 REc+

6 Tx-

2 Ri-

Straight Through Cable

R3-45 PIN | R1-45 PIN
1 T+ 1PRc+
2 T- 2 Rc-
3 R+ 3 Tut+
o Rc- B Tx-

1-orangefahite
Z-orange
S-greeniawyhite
4-blue
2-bluefwvhite
E-green
T-brownfevhite
S-browen

12345678




Copper Connections - 3

 For Gigabit Ethernet (1000BaseT) - all 4 pairs
areused - In both directions at the same timel

- In general straight through cablesareused in
all situations.

— Often a cross over cable will still work

e Gigabit over copper needsvery carefull attention
to installation and use of high performance
componentsto guaranteereliable operation .



Fibre Optic Connections

Fibre Optical connections are used in electrical
noisy environments, or for long haul connections

All Fibre Optic types are supported, multi-mode
and single-mode.

Different power laser driversallow use over
short distances and upto distances of 500K m.

For moreinfo than you really need to know see:

ftp://ftp.iol.unh.edu/pub/gec/training/ethernet_evolution.pdf or
http://www.lanshack.com/fiber-optic-tutorial .asp Y,
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Joining Computers

e Useacross over cableto link 2 computers for
the ssimplest Ether net networ k

e Morethan 2 computers? You need an ethernet
switch. Just plug in and go - use a straight cable
from computer to switch.

* Need tojoin 2 switches- usea cross- over cable
or astraight cableto an " Uplink" socket if
present. You'll still need a cross- over cableto
join 2 " Uplink" sockets.
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Frame Format

e Ethernet Dataistransmitted in chunkscalled Frames
e Frameshavethefollowing structure:

- 6 bytesDestination MAC Address
- 6 bytes Source MAC Address

- 2 bytesFrame Type
e g 0x800for IP data, 0x806 for ARP
— 0- 1500 bytes of data

— 0- 46 bytes of padding (min. frame size is 64 bytes)
— 4 bytes CRC-32 checksum
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MAC Addresses

e Every ethernet device hasa unique 6 byte address

- Thefirst 3 bytesindicate the manufacturer

- Thelast 3 bytesareissued by that manufacturer
e eg. 00:90:0B:00:6C:D6

— 00:90:0B isLANNER ELECTRONICS, INC

e A special address, all 1's(FF:FF.FF.:FF:FF.FF), isthe
broadcast address. A frame sent to thisaddressis sent to
everything on the LAN, and everything should listen on
thisaddress.



How Switches work

Switches maintain a table of which source MAC
addresses have been seen, on which switch ports.

On thearrival of an ethernet frame, the switch looksup
the destination addressin thetable, sending the frame
down any port found. The source addressand arrival
port of theframe areadded into thetable.

|f the destination addressisnot in thetable, then the
switch floodsthe frame down all Ports.

Addressesareremoved from thetableif not seen for a
period, usually a few minutes.
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Modern Limits

Theamount of broadcast traffic providesthe basic limit
to the size of a modern switched LAN. Themore
computers, the more broadcasts.

For Internet Protocol (IP), where broadcast traffic isnot
high, several hundred computerscan shareone L AN.

Thereisnoinherent limit to the physical szeof a
switched . But switchesdo havea limit for the
MAC addresstable - typically several thousand.

Networksaretypically joined together or to
other network typesby suitable Layer 3 routers.
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The Advanced Stuff

VLANS

- Carrying multiple different
links.

Trunking

- Combining several inter-switch linksto form one larger

capacity virtual link

Spanning Tree

— A protocol for preventing loops and creating resiliencein

awitched networks

Also QoS, Auto-negotiation, Wireless, etc etc
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What abouit........

....Collisions, Repeaters, Coax Cable, CSMA/CD,
Transceivers, AUI, etc, (yawn), etc.

It'sall old history. No one builds a new ether net networ k
with anything but switches, UTP and maybe some Fibre
Optic cable nowadays. Therest islegacy, or my home
network :-)

Modern Ethernet isa Frame for mat, agreed encoding
schemes, speeds, and physical media definitions. Cheap
Switches have made shared media and collisions redundant.

Why everywhere anyway? And this
Isn't how It all started...........



The Beginning.......

1971 - Inte 4004 - first Commercial Microprocessor

1973 - Bob Metcalfe sHarvard Ph.D. Thesisoutlinesidea for
Ethernet - tested on Xerox PARC's Alto computers. First
network called the Alto Aloha System - an early version ran
at 3Mbits/sec. Metcalfe later used theidea of the
"lumeniferousether" torenamethetechnology.

1974 - Intel 8080 - first 8 bit microprocessor

1979 - Momentum built to standardise" Ethernet". DEC, Intel and

- 1980 Xerox published " DIX" standard for 10M b/s Ethernet.



Shared Coax 1

Physical Cable was500hm Coax Cable - 2R -

Each end of the cableisterminated with a 50ohm terminator to
prevent sgnalsbeing reflected. The Cable could be upto 500m

Computerswere connected via an AUI cableto atransceiver
fastened to the coax cable.

Metcalfe'soriginal drawing
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Shared Coax 2

BBBBB

Cheaper 50ohm Coax Cable

Used just likeitsbig brother, but with run lengths upto 185m




CSMA/CD

 Accesstothe cablewasshared, and the protocol that allowed
multiple computersto sharethe network was CSMA/CD

e CARRIER SENSE MULTIPLE ACCESS

- Beforeattempting to transmit listen to seeif anyoneelseis
e COLLISION DETECT

— If all clear transmit and listen tothesignal. If thesignal is
distorted then someone else hastransmitted at the sametime
and caused a collison. Maintain your transmission for at least
64 bytes, then stop, wait arandom short interval and repeat
from thetop.

 Only one computer can transmit at once



Competition

1981 IBM's Token Ring Specification Publisned

- A special data frame called atoken iscirculated round the
computerson thering. If you hold thetoken you can transmit a
data frameto another computer.

1982 Cambridge Ring standard published - much loved by
Academia - and it became a National Standard!

Therewere several other proprietary LAN technologiesin use

1982 - 3COM introducesitsfirst product, Etherlink, thefirst PC
Ethernet network interface card.



1980s Pros/Cons

* Pros
- Simplicity
- Open standard
- Simple Cabling
e Cons
- Simplicity, people did not believe it worked
- Easy to get cabling wrong

- Complex rules for large networ ks using Repeater s



F.U.D.

e |[BM - the70sand 80sMicrosoft - waged a war of Fear
Uncertainty and Doubt against , while charging for
licensesto 3" partiesto produce Token Ring Technology.

e FUD saurviveseven intothe90s'Token ring networ ks had
significantly superior performance and reliability compared to
early shared- media implementations of Ethernet, and were widely
adopted asa higher- performance alternative to shared- media
Ethernet.’

e |[BM commercial sitesinstalled Token Ring, DEC commercial sites
and computer science departmentsinstalled and UK
Univerdsitiesinstalled Cambridge Ring!



Counter F.U.D.

e 1988 " Measured Capacity of an Ethernet: Mythsand Reality"
ftp://gatekeeper.research.compag.com/pub/DEC/WRL /research-reports/ WRL-TR-88.4.pdf

- "Themost well-known myth isthat Ethernetssaturate at an
offered load of 37%. Thisisafair summary of what happens
for certain wor st-case assumptions, but hasvery littleto do
with reality."

. actually worked, despitethe IBM FUD and
academic studies purporting to show that CSMA/CD
wouldn't allow high loads

e |Pwasrun over Ethernet before Token Ring, because of
IBM hostility to | P.



Enter the |EEE 802.3

e 1985"IEEE 802.3 Carrier Sense M ultiple Access with
Collision Detection (CSMA/CD) Access M ethod and
Physical Layer Specifications."

e This specifies an -like system. But recommends a
frame format wherethe'Type' field becomes a'Frame
Length' field, and changesto allow the frame typeto be
encapsulated.

e But IETF (and ultimately everyone) ignoresthat and retains
the DI X frame for mat, though ther e ensues a decade of
confusion over this. Everyone still callsit , and with
some justification.



Faster & Bigger World

e 1985 Intel Releasefirst of 1386 Family

e 1987 FOIRL longer reach over FO upto 2Km

e The FUD continues, faster hasto betokenring..........
e 1987 FDDI MAC Layer standard issued

- A 100M Dual Token Ring resilient technology for LAN
and M AN capable of surviving a break in thering.

e 1988 FDDI PHY Layer standard issued

- FDDI Hugely complex - complete spec not out till....
1994 FDDI Station M anagement spec issued!



shakes off coax.......

e 1990 10Basel standardised - over UTP

e Still at 10M, but with seperate copper circuitsfor TX and
RX data can now betransmitted in both directions at the
sametime- just likeFO.

. ceasesto bea'bus and becomesa 'star'. The
difficult cabling issue goesaway - a cabling problem to
one computer doesn't affect other computers. It becomes
mor e managable, it fitsinto the structured cabling
schemes used for phone etc. Suddenly it ismainstream.



Gets Faster

Switchesjoin the scene

Early 90's peopledreamed up hereseslike Bridgeswith
morethan 2 ports. Microprocessor developments meant
compute power could handle data internally at speeds of
100's M bits/sec, allowing to switch data between 16 x

10M portsat full wire speeds, and in full duplex.

breaksthe 10M barrier, on copper wires

1995 100BaseT X standardised

FDDI priced out even with a copper variant
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Another Competitor

e ATM - Asynchronous Transfer Mode

- Inearly 90's ATM came out of the Telcos asthe ultimate
commes protocol for unifying voice and data. Held out
great promise, but complexity and slow development
meant it fell flat on itsface by the late 90's

- Retains a foothold by being the carrier protocol for
ADSL broadband services.
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Even Faster

e 1998 1000BaseSX/LX/CX

- Gigabit over Fibre Optics- technology delayed
because of stupid decision to retain the concept of
shared media, collisionsand all that stuff.

e 1999 1000BaseT
— Gigabit over copper, despite people saying impossible
e 2002 10Gigabit Ethernet

— Thistime collisons and shared media are out the
window.



And Now Everywhere

e 2000s

- Token Ring legacy and Obsolete
- FDDI legacy and obsolete
- ATM toehold rolein ADSL

- Everywherein the LAN, and becoming a de facto
standard for WAN connections, but not in aform
envisaged originally. had to evolve for world
domination.
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